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#### Abstract

The determination of the volume fraction $\phi$ and of the particle size distribution $F(R)$ of the rubbery phase is necessary in many rubber-toughened polymers. High impact polystyrene is a good model system in which such a determination has to be performed a posteriori. The more commonly used procedures, i.e. phase-separation methods, analysis of micrographs and indirect mechanical measurements, all present drawbacks and difficulties. A simple stereological method, in which some of these difficulties are avoided, is proposed for the determination of $\phi$ and of some features of $F(R)$ from the analysis of micrographs. The validity of the method is tested by means of a wide numerical simulation. The proposed method, together with a standard phase-separation procedure and with indirect, mechanical measurements, is tested experimentally on two series of high impact polystyrene and the collected data are compared and discussed. The results of this investigation suggest that approximate views relating elastic properties of rubber-toughened materials only to the rubber particle volume fraction, however this parameter has been measured, not considering the size, the morphology and/or the structure of the rubber particles, are possibly questionable.


## 1. Introduction

Many two-phase materials are composed of a matrix in which a population of well dispersed, approximately spherical particles is embedded; focusing on plastics, one can find a very large number of polymeric materials of this kind. It is well known that a successful strategy to improve the toughness of a brittle polymer involves the addition to it of many small rubber particles [1]: this is the case, for example, for high impact polystyrene (HIPS), consisting of a matrix of polystyrene (PS) and of polybutadiene rubber particles, with diameters ranging from about $0.1 \mu \mathrm{~m}$ up to several $\mu \mathrm{m}$.
When a stable, preformed second phase is used, the determination of the size distribution of the particles is relatively easy to attain and the assessment of the dispersed phase volume fraction in the final product is just a matter of knowing the mixture proportions. However, in other cases, the second phase is produced during the polymerization of the matrix, as for HIPS, or formed during the final manufacturing steps, as, for instance, in the case of the polymeric blends obtained by melt mixing. So the analysis of the second phase content, $\phi$, and/or of the particle size distribution function, $F(R)$ (intended to be the frequency density distribution of the particle radius normalized over the
whole positive range) can be performed only a posteriori, i.e. on the final two-phase material.

Henceforth attention will be concentrated particularly on HIPS, which is a good, simple model for a two-phase system that needs an a posteriori determination of the second phase features; this does not mean, however, that the conclusions presented in this work can only apply to HIPS. In HIPS the rubbery phase formation ordinarily takes place during the process of bulk-polymerization and follows the stage of phase inversion [1,2]. Because of this manufacturing procedure, the second phase particles in the final product are generally composed of polybutadiene ( PB ), styrene-butadiene graft and/or block copolymer and by polystyrenic sub-inclusions: their size and number depend on several process parameters [1, 2].

The characteristics of the rubbery second phase in HIPS influence the elastic modulus, the stress at the yielding point and the fracture toughness $[3,4]$. Thus, the dimensions of the composite particles play a very important role in the global mechanical performance: if the particles are too small, with diameter of about $0.1-0.2 \mu \mathrm{~m}$ or less, they appear to be ineffective as toughening agents $[1,4-6]$, but they may contribute again to the toughening mechanism if a very small
number of big particles is also present [7-9]. So, an optimum particle size and distribution has to be sought. From this, it plainly follows that a useful understanding and control of the HIPS mechanical behaviour cannot avoid the characterization of its dispersed phase. More generally, the mechanical performance of all rubber-toughened polymeric systems depends in a decisive way on their inner morphology; there is a great need, then, to find precise experimental tools to determine $\phi$ and $F(R)$.
In this paper we briefly review and analyse the HIPS second phase characterization procedures proposed and used in the past, showing how some factors have always been neglected. Then, we present a method, based on simple stereological principles, allowing reliable results to be obtained quickly from the image analysis of the material micrographs. (Stereology refers to the class of mathematical methods for reconstructing the parameters defining a material structure in space from measured values obtained on a section of the structure.) A computer simulation and a wide experimental application of the method are also presented and discussed.

## 2. Second phase characterization methods for HIPS

Two different approaches are mainly reported in the literature, concerning the characterization of the second phase in HIPS and in other similar rubbertoughened systems. The first consists in the material separation, normally achieved by the selective solution of the PS matrix, and then in the characterization of the separated, insoluble phase, usually called gel. The second one is based, in contrast, on the characterization of the bulk material and normally uses the methods of image analysis applied to optical microscopy (OM) or to electron microscopy micrographs.

### 2.1. Phase separation methods

A method typically used to determine the HIPS second phase volume fraction is the Ruffing gel test [10]. In this procedure the material is dissolved in toluene and the rubbery phase is isolated by centrifugation. The toluene is then removed from the isolated, wet gel by heating under negative pressure. The ratio between the dry rubbery phase and the weight of the original sample is assumed to be the second phase weight fraction from which the second phase volume fraction is easily computed, taking the densities into account.

The procedure introduced by Cigna [3] is, in principle, the same. A sample of HIPS is dissolved in a mixture of $57 \%$ toluene and $43 \%$ methyl ethyl ketone (MEK). After centrifugation at 6000 r.p.m. the insoluble part is separated as a swollen gel and needs to be washed, at least twice, with fresh solvent. The gel is then coagulated in methanol and dried overnight in an oven at $40^{\circ} \mathrm{C}$. Again the ratio between the weight of the dried gel and that of the original sample is considered to be the second phase weight fraction.
Separation methods involving the extraction of the
rubber particles from the matrix are widely used aiso in the determination of the particle size distribution. A dry gel, produced by a method similar to those described above, can easily be observed with an optical microscope or a scanning electron microscope (SEM) and histograms reproducing the detected frequency versus the observed radius or diameter of the particles are obtainable from the micrographs [8]. Measurements are also possible directly on the solution in which the gel particles are suspended: this is the case, for example, in the low angle light scattering [11] and in the Coulter Counter experiments [12-14], which allow an estimation of the particle size distribution.

All these procedures have some problems. The first is that of solvent choice: a procedure like, for example, the one proposed in Ref. 3 gives somewhat different values of gel weight for different solvents [15]. A possible cause lies in the fact that the PS sub-inclusions could be extracted from the particles in different proportions by different solvents. However, all the authors that used the selective solvent method implicitly assumed that no extraction of the sub-inclusions had taken place. Another problem arises from the centrifugation. As Hall [16] demonstrated, the amount of rubber particles centrifuged depends on the rubbery phase cross-linking and on the rubber particle size: small particles are more difficult to centrifuge and the centrifugation efficiency increases as the rubbery phase cross-linking increases.

These two difficulties, together with the fact that the particles could be partially swollen also after drying, affect the precision of the measurements of the volume fraction and of the particle size distribution as well. Similarly, the particle size distribution measurements made in solution take account of particles swollen by the solvent in which they are suspended and then a correction factor has to be applied, or the suspension has to be modified, replacing the solvent with a nonswelling liquid.
Even if the indicated obstacies can be partially overcome, the phase-separation methods still have a major, unavoidable drawback: the division of the material into its constitutive phases necessarily involves severe physico-chemical manipulations, which could change its morphological characteristics. The features of the separated gel could be extremely different from those of the second phase in the bulk, and, to be sure of the data accuracy, a cross-check is definitely needed.

Finally, a more subtle issue can be addressed: presumably in HIPS a non-negligible amount of PS-PB graft and/or block copolymer lies on the interface between matrix and particles and it cannot be dissolved by the PS-selective solvents, giving its contribution to the gel and to the particle size distribution measurements. However, it is questionable whether from a mechanical point of view, the interfacial PS branches or blocks should be computed in the rubbery phase. The graft and/or block copolymer is responsible for the adhesion between matrix and particles and, therefore, it is reasonable to assume that the particle size cannot be completely independent of the quantity of this interfacial material. Thus one can
expect, as a very first approximation, that small particles could be associated with high interfacial tension and, consequently, with a considerable relative amount of interfacial matter. So, the fact that the PS part of the interfacial copolymer is computed in the gel could cause difficulties when trying to correlate the phase-separated volume fraction data with the mechanical properties, particularly when dealing with samples containing small particles. In the Experimental section of this work this point will be discussed further, adding to the above qualitative considerations some experimental evidence.

### 2.2. Microscopy characterization methods

The characterization of the second phase of the bulk materials requires the observation of the features of the two phases when they are tangled together in the solid state. This is usually by means of microscopy methods. Only techniques connected with OM and with transmission electron microscopy (TEM) will be discussed here, leaving some short considerations about SEM analysis and measurements to the next section.

The first necessity for a microscopic survey is that of cutting from the sample a slice suitable for the observation, i.e. transparent or partially transparent to the light or to the electron beam. For HIPS, the maximum thickness that one can utilize in OM is about $5-7 \mu \mathrm{~m}$, while in TEM at 100 kV a sample $1 \mu \mathrm{~m}$ thick is already extremely dark. On the other hand, using sophisticated techniques of ultramicrotomy or of cryo-ultramicrotomy, the thinnest feasible HIPS slices are of about $0.07 \mu \mathrm{~m}$. So, it is clear that the thickness of the sample, which could span two magnitude orders, is not an insignificant variable and cannot be neglected, particularly when quantitative measurements are claimed to be made.

Next, it is important that the second phase could be distinguished from the matrix. This is achieved by the use of the phase contrast technique in OM and by several staining procedures in TEM, all derived from the original one developed by Kato using osmium tetroxide $\left(\mathrm{OsO}_{4}\right)$ [17].

In phase contrast illumination, invisible retardation of phase due to slight variations in refractive index is converted to visible changes in light intensity, resulting in increased image contrast. The phase contrast is best for specimens with only very slight differences in the refractive indices. But, for PS and PB at room temperature, the refractive indices $n_{\mathrm{D}}$ are 1.60 and 1.52 , respectively and thus their difference is quite large. This, together with the poor achievable magnification, makes the identification of the phase boundaries in HIPS not really easy by OM.

The staining techniques are based on the fact that the staining agent chemically reacts with a portion of the sample. This results not only in the addition of the heavy atom to the rubber phase, which provides contrast for TEM, but also in the cross-linking of the rubber, which makes it rigid enough to allow room temperature microtomy and increases the stability of the sample in the electron beam. The Kato staining
technique is widely applied, giving rise to very good images; however, caution must be used, owing to the extreme toxicity of $\mathrm{OsO}_{4}$. It has to be noted, finally, that the staining agent can swell the particles, changing somewhat their dimensions [18].

Following one of the described procedures, appropriate micrographs of the material can be taken, with the limit for the OM that the maximum achievable magnification, requiring oil-immersed objective lenses, is about $2500 \times$. The micrographs, which are twodimensional projections of the spatial two-phase arrangement present in the considered slices, show, as a rule, a bunch of approximately circular (sometimes overlapped) section which represent the rubber particles (see, for example, the TEM micrographs of HIPS in the Experimental section of this paper (Figs 10-12)). To reconstruct the second phase features, i.e. $\phi$ and $F(R)$, from such micrographs is a matter of image analysis and of properly taking into account the stereology of the process that gave rise to the microscopic observation.
A basic rule of stereology is the Delesse-Rosiwal principle for areal and linear analysis. According to this principle, the volume fraction of a second phase randomly embedded in a structure is equal, under some, very broad, conditions, to its areal or linear fraction obtained on an ideal section, i.e. on a section with zero thickness [19]. This principle has been sometimes applied to the micrographs for the determination of $\phi$, not taking into account, however, the fact that the pictures always concern sections with a finite thickness $t$. We will show in the next section that the error involved in doing so is the greater the lower the ratio between the average particle size and $t$ and that it becomes particularly critical when thick slices and/or small particles are under investigation.

Bucknall and co-workers [20] considered the problem of the thickness of the slice, using the following formula, proposed by Underwood [21]:

$$
\begin{equation*}
\phi=\frac{4 R}{4 R+3 t} \phi_{\mathrm{app}} \tag{1}
\end{equation*}
$$

where $\phi$ is the second phase volume fraction in the bulk, $\phi_{\text {app }}$ the apparent volume fraction in the considered section, $t$ the section thickness and $R$ the particle radius. Bucknall, in reality, did not propose exactly Equation 1 ; he replaced parameter $R$ with $\bar{R}$, defining it as the mean particle radius. In that form the equation is not strictly true. It must be said, in fact, that Equation 1 applies only to the case of a monomodal distribution of particles randomly arranged in space, i.e. to the case in which the material contains particles having all the same radius equal to $R$ (in this paper the term "monomodal" will always have this precise meaning). If the particle size distribution is not monomodal, Equation 1 slightly changes its form, as will be seen in the next section. However, there is a more important ambiguity in this work; it is not clear how Equation 1 could be applied, as claimed, without trying to reconstruct the bulk particle size distribution from the two-dimensional distribution and without estimating the key parameter $R$.

Concerning the determination of $F(R)$, it is clear that the problem of the reconstruction of the bulk particle size distribution from their two-dimensional section radius or diameter distribution must be recognized. The problem can be analytically solved considering a distribution of spheres. Goldsmith [22] generalized a method developed by Wicksell [23, 24], considering an infinite section having thickness $t$. He derived a Volterra integral equation of the second kind for the relationship between the distribution of section radius, $f(r)$ (intended to be the frequency density distribution of the particle section radius normalized over the whole positive range, in analogy with $F(R)$ ), and the distribution of the spheres, $F(R)$

$$
\begin{equation*}
f(r)=\frac{t}{(t+2 \bar{R})} F(r)+\frac{2 r}{(t+2 \bar{R})} \int_{r}^{R_{\max }} \frac{F(R) d R}{\sqrt{R^{2}-r^{2}}} \tag{2}
\end{equation*}
$$

where $R_{\text {max }}$ is the largest sphere radius and $\bar{R}$ is the mean radius*. As in the more general case of all the integral equations, the handling of Equation 2 is not an easy matter. Experimentally one can arrive at merely a quite precise estimation of $t$ and discretized approximation of $f(r)$, generally in the form of a histogram. Also bypassing the mathematical problems of existence and uniqueness of the solution function $F(R)$, this allows only the numerical solutions of Equation 2, i.e. following the method proposed by Goldsmith himself, to write and solve an elaborate system in order to reconstruct an histogram for $F(R)$.

As far as we know, no effort has been made by polymer scientists to apply Equation 2 to the determination of $F(R)$. Only Bucknall [20] mentioned a simplified version of the equation (with $t=0$ ), but did not attempt to solve it. The usual approach, adopted by almost all the authors, consists, in fact, in extracting only qualitative information concerning $F(R)$ from the histograms of $f(r)$, obtained by the micrographs.

### 2.3. Other characterization methods

Other methods, which cannot be classified exactly as phase separation or microscopy and image analysis, have been used in the determination of the second phase characteristics of HIPS.

Some authors utilized SEM on microtomed or fractured surfaces [25], sometimes using etching to enhance the surface topography. Because the etching process generally involves a selective dissolution of the sample constituents or chemical reactions whose rates are different in the two phases, it faces, in principle, the same drawbacks that affect the phase separation methods. Moreover, the SEM images have to be processed, from a stereological point of view, as the TEM images, with the simplification that the slice thickness can be considered, to a sufficient approximation, zero. Nevertheless, as far as we know, no incontestable
analysis of SEM data has been, up to now, presented in the literature.

Another possibility is, for example, that of determining the second phase volume fraction from the features of the peaks in the loss factor versus temperature curves [26, 27]. However, it has been shown that ideas with regard to the rubber peak size as relating to the rubber concentration or to the second phase volume content are complicated by additional considerations about the composition, morphology and methods of preparation of the materials [28].

Cigna [3] and later Bucknall et al. [20, 29, 30] noted that the elastic modulus of HIPS depends on the total second phase volume fraction, including also the polystyrenic rigid sub-inclusions. More theoretical studies substantially confirmed this view, demonstrating that the difference in the mechanical elastic behaviour between a system composed of entirely soft particles and another one, containing rigid particles only surrounded by a soft shell, is negligible [31, 32]. The elastic modulus, then, could be an appropriate measure of the rubbery phase volume fraction, but there is no clear evidence that this could be true for all particle structures and morphologies. It is also clear that such a determination needs a calibration curve and therefore cannot be considered as an absolute, independent method.

## 3. Mathematical model

### 3.1. Description

As indicated in the previous section, the solution of the Volterra Equation 2 requires complex mathematical tools which are often over-sized for the purpose and the accuracy of the measurements involved in the rubber-toughened polymers characterization. However, one definitely needs to have information concerning $F(R)$ and a quite precise estimation of $\phi$. In this section, then, a simple mathematical model is presented, based on very intuitive stereological assumptions, which allows information to be obtained about $F(R)$ and $\phi$ without requiring intricate computational procedures.

In this section an ideal two-phase material composed of a matrix and a population of spheres randomly arranged in space but distributed according to $F(R)$ in size will always be considered and the existence of a microscopic procedure is assumed which enables micrographs to be obtained from variably thick, but large enough sections where the phase boundaries could be exactly recognizable. A micrograph is intended to be, from a mathematical point of view, simply the two-dimensional projection of the considered section (see Fig. 1).

The radius of the $i$ th particle is represented as $R_{i}$ and its apparent radius in the projection as $r_{i}$. It is obvious that, when the whole particle or at least its equatorial region is contained in the section, one has $r_{i}=R_{i}$; on the other hand, when the particle is cut by
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Figure 1 A cube of an ideal material containing an embedded population of spherical particles is sketched. (a) The cube is cut with a section having thickness $t_{1}$ and the arrow shows the corresponding view in which the particle sections are visible. (b) The same cube is cut with a thicker section with thickness $t_{2}$ and the corresponding view contains a larger number of visible particle sections.
the section excluding its equatorial region, $r_{i}<R_{i}$ holds. Thus, the thinner the considered section, the greater the difference between the particle size distribution in the bulk and in the micrographs.

On the other hand, it is easy to recognize that increasing the section thickness from zero to infinity, the apparent volume fraction of the second phase, i.e. the areal volume fraction, will increase correspondingly from the bulk volume fraction value (DelesseRosiwal principle) to 1 (Fig. 1).

To take into account quantitatively the described qualitative effects, a few definitions that will be useful in the following have here to be introduced. Consider a large enough volume region containing $M$ particles and assume that the number of particles could be representative of the total distribution. Let the $a$ th ( $a$ is a positive integer) moment of the radius distribution $F(R)$ about zero be called $\left\langle R^{a}\right\rangle$, defined as

$$
\begin{equation*}
\left\langle R^{a}\right\rangle=\frac{\sum_{i=1}^{M} R_{i}^{a}}{M} \tag{3}
\end{equation*}
$$

By analogy the $b$ th ( $b$ is a positive integer) moment of the section radius distribution $f(r)$ about zero, is the value $\left\langle r^{b}\right\rangle$ provided by

$$
\begin{equation*}
\left\langle r^{b}\right\rangle=\frac{\sum_{j=1}^{N} r_{j}^{b}}{N} \tag{4}
\end{equation*}
$$

where $r_{j}$ represents the apparent radius of the $j$ th particle contained in a given section and $N$ is considered to be sufficiently large that the number of the observed particles could be representative of the distribution $f(r)$ in an infinite section. Clearly the first moment of a distribution represents the number average value of the distribution or, in other words, the mean value.

For simplicity, let us start from the case in which all the particles have the same radius $R$ and the considered section has zero thickness, i.e. it is a mathematical surface. It is evident that, for all $a$ positive integers, the following relationship holds

$$
\begin{equation*}
\left\langle R^{a}\right\rangle=R^{a} \tag{5}
\end{equation*}
$$

The surface will intersect $N$ particles, each of them will present a circular section whose radius $r_{j}$ will range from 0 to $R$, depending on the distance between the particle centre and the surface itself. The section radius distribution moments $\left\langle r^{b}\right\rangle$ must now be calculated. To do that it is helpful to recognize that the sections on the surface are exactly distributed as the sections cut by planes on a single particle (see Fig. 2)*. If we imagine, at this point, a single sphere cut by $N$ parallel planes equally spaced by $\varepsilon$, i.e.

$$
\begin{equation*}
N \varepsilon=2 R \tag{6}
\end{equation*}
$$

the problem becomes that of the computation of the
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Figure 2 The particle sections on a surface are distributed as the sections cut by planes on a single particle (monomodal distribution).
section radius distribution moments cut by these planes (the moments are defined exactly as in Equation 4, with self-evident adjustments in the meaning of the symbols).

Referring to Fig. 2, two equations, concerning a (vertical) surface, $A$, and the volume, $V$, of the considered particle, can be written

$$
\begin{align*}
A & =\pi R^{2} \sim \sum_{j=1}^{N} 2 \varepsilon r_{j}=2 N \varepsilon\left(\frac{\sum_{j=1}^{N} r_{j}}{N}\right) \\
& =2 N \varepsilon\left\langle r^{1}\right\rangle  \tag{7}\\
V & =\frac{4 \pi R^{3}}{3} \sim \sum_{j=1}^{N} \varepsilon\left(\pi r_{j}^{2}\right)=N \varepsilon \pi\left(\frac{\sum_{j=1}^{N} r_{j}^{2}}{N}\right) \\
& =N \varepsilon \pi\left\langle r^{2}\right\rangle \tag{8}
\end{align*}
$$

Taking Equation 6 into account, it is easy to recognize that Equations 7 and 8 become, respectively

$$
\begin{align*}
& \left\langle r^{1}\right\rangle \sim \frac{\pi R}{4}  \tag{9}\\
& \left\langle r^{2}\right\rangle \sim \frac{2 R^{2}}{3} \tag{10}
\end{align*}
$$

Clearly, Equations 9 and 10 are exact equations when the double limit $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$ is executed.

From the last two relationships one can easily conclude that the mean radius in the section is lower than the radius of the particles in the bulk; this is due to the process of cutting, which introduces into the projection particle sections having radii lower than $R$. Moreover, in the examined case, the Delesse-Rosiwal principle states that the apparent areal volume fraction coincides with the three-dimensional volume fraction.

Now the more complex case must be considered in which the section radius distribution moments have to be computed on micrographs relative to specimens having finite thickness $t$, supposing again a monomodal distribution of particles. Once more, the situation can be assumed equivalent to the computation of the maximum section radius distribution moments cut on a single particle, instead of by a single surface, by two planes at a distance $t$ one from the other.

To make it clearer, let us imagine the particle in space and choose a direction, so that it could be possible to indicate the regions above and below the sphere. Let $P_{t}$ and $P_{b}$ be the top and bottom planes considered, having a vertical coordinate difference $t$, and imagine that the two planes, initially placed above the sphere, come down. They will start to intersect the particle when $P_{b}$ will reach the upper pole of the sphere. The maximum sections between the two planes, which are those of interest for the computation, will be detached by $\mathrm{P}_{\mathrm{b}}$ up to moment in which it will go beyond the particle equator. The equator, then, will stay between $\mathrm{P}_{\mathrm{t}}$ and $\mathrm{P}_{\mathrm{b}}$ and the radius $R$ will be computed as the maximum section radius until $P_{t}$ will surpass it too. Eventually, the sections cut by $P_{t}$ will be the maximum sections.

It is quite easy to recognize now that the sections contained in a large micrograph with thickness $t$ are exactly distributed as the sections cut by planes on a single, composite figure formed by an upper and a lower half-sphere, with radius $R$, and by a central cylinder with the same radius $R$ and height equal to $t$.

Imagine this figure again cut by $N$ parallel planes equally spaced with a distance $\varepsilon$ :

$$
\begin{equation*}
N \varepsilon=2 R+t \tag{11}
\end{equation*}
$$

The problem, as before, becomes that of the computation of the section radius distribution moments cut by these planes. Two equations, concerning the area of a (vertical) surface, $A$, and the volume, $V$, of the composite figure, in analogy with Equations 7 and 8, can be written

$$
\begin{align*}
A & =\pi R^{2}+2 t R \sim \sum_{j=1}^{N} 2 \varepsilon r_{j}=2 N \varepsilon\left(\frac{\sum_{j=1}^{N} r_{j}}{N}\right) \\
& =2 N \varepsilon\left\langle r^{1}\right\rangle  \tag{12}\\
V & =\frac{4 \pi R^{3}}{3}+\pi t R^{2} \sim \sum_{j=1}^{N} \varepsilon\left(\pi r_{j}^{2}\right) \\
& =N \varepsilon \pi\left(\frac{\sum_{j=1}^{N} r_{j}^{2}}{N}\right)=N \varepsilon \pi\left\langle r^{2}\right\rangle \tag{13}
\end{align*}
$$

Taking into account Equation 11, Equations 12 and

13 become, respectively

$$
\begin{align*}
\left\langle r^{1}\right\rangle & \sim \frac{\pi R^{2}+2 t R}{4 R+2 t}  \tag{14}\\
\left\langle r^{2}\right\rangle & \sim \frac{4 R^{3}+3 t R^{2}}{6 R+3 t} \tag{15}
\end{align*}
$$

The double limit $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$ makes Equations 14 and 15 exact equations, as above. It is also easily recognizable that Equations 14 and 15 are reduced to Equations 9 and 10 when $t$ is zero.

For the computation of the apparent areal volume fraction, $\phi_{\text {app }}$, a cube of material with volume $L^{3}$ must be considered. Supposing that the cube contains $M$ particles, the bulk second phase volume fraction, $\phi$, will be estimated as

$$
\begin{equation*}
\phi=\frac{4 \pi M R^{3}}{3 L^{3}} \tag{16}
\end{equation*}
$$

It is possible, then, to introduce the number of particles per unit volume, $M_{v}$, given by

$$
\begin{equation*}
M_{\mathrm{v}}=\frac{M}{L^{3}} \tag{17}
\end{equation*}
$$

Let us consider a section with thickness $t$ and parallel to one side of the cube. This section will intersect the particles with centre included in the section itself or not further than $R$ from one of the section surfaces. In order correctly to take into account all the particles intersected by this section, it must be assumed that the section has an effective volume, $V_{\mathrm{e}}$, given by

$$
\begin{equation*}
V_{\mathrm{e}}=L^{2}(2 R+t) \tag{18}
\end{equation*}
$$

The number of particles, $N$, included in $V_{\mathrm{e}}$ will simply be

$$
\begin{equation*}
N \sim M_{\mathrm{v}} V_{\mathrm{e}}=\frac{M(2 R+t)}{L} \tag{19}
\end{equation*}
$$

Because of the mathematical treatment developed above, the particles included in $V_{\mathrm{e}}$ can be assumed to all have the same maximum areal section equal to $\pi\left\langle r^{2}\right\rangle$. So, the total surface covered by the areal section of the particles, $S$, will be

$$
\begin{equation*}
S \sim \pi N\left\langle r^{2}\right\rangle \tag{20}
\end{equation*}
$$

At this point $\phi_{\text {app }}$ can be easily computed as

$$
\begin{equation*}
\phi_{\mathrm{app}}=S L^{-2} \tag{21}
\end{equation*}
$$

and then, using Equations 15,16 and 20

$$
\begin{equation*}
\phi_{\mathrm{app}} \sim \frac{4 R+3 t}{4 R} \phi \tag{22}
\end{equation*}
$$

which is equivalent to Equation 1, considering the $\operatorname{limit} L \rightarrow \infty$.

The above approach can be generalized for any particle size distribution $F(R)$ (the outlines of this generalization are sketched in Appendix 1 of this paper) and Equations 14,15 and 22 assume the more general form

$$
\begin{equation*}
\left\langle r^{1}\right\rangle=\frac{\pi\left\langle R^{2}\right\rangle+2 t\left\langle R^{1}\right\rangle}{4\left\langle R^{1}\right\rangle+2 t} \tag{23}
\end{equation*}
$$

$$
\begin{align*}
\left\langle r^{2}\right\rangle & =\frac{4\left\langle R^{3}\right\rangle+3 t\left\langle R^{2}\right\rangle}{6\left\langle R^{1}\right\rangle+3 t}  \tag{24}\\
\phi_{\text {app }} & =\frac{4\left\langle R^{3}\right\rangle+3 t\left\langle R^{2}\right\rangle}{4\left\langle R^{3}\right\rangle} \phi \tag{25}
\end{align*}
$$

with the implicit assumption that the previously mentioned limits should all be considered.

### 3.2. Geometrical meaning of Equations 23, 24 and 25

It is necessary to know how the features of the particle distribution in the bulk $F(R)$ and the thickness $t$ of the considered slice affect the distribution $f(r)$ in the section. First, it is convenient to introduce some parameters that have a clear geometrical significance and that are easily related to the above defined moments. One can check that $\left\langle R^{1}\right\rangle,\left\langle R^{2}\right\rangle$ and $\left\langle R^{3}\right\rangle$ can be rewritten as

$$
\begin{gather*}
\left\langle R^{1}\right\rangle=\vec{R}  \tag{26}\\
\left\langle R^{2}\right\rangle=\bar{R}^{2}\left(1+\beta^{2}\right)  \tag{27}\\
\left\langle R^{3}\right\rangle=\bar{R}^{3}\left(1+3 \beta^{2}+\gamma \beta^{3}\right) \tag{28}
\end{gather*}
$$

where $\bar{R}$ and the two coefficients, independent of the units in which $F(R)$ is measured, $\beta$ and $\gamma$, defined as

$$
\begin{gather*}
\bar{R}=\left\langle R^{1}\right\rangle  \tag{29}\\
\beta^{2}=\frac{\sum_{i=1}^{M}\left(R_{i}-\left\langle R^{1}\right\rangle\right)^{2}}{\left\langle R^{1}\right\rangle^{2}}=\frac{\sigma^{2}}{\left\langle R^{1}\right\rangle^{2}}  \tag{30}\\
\gamma=\frac{\sum_{i=1}^{M}\left(R_{i}-\left\langle R^{1}\right\rangle\right)^{3}}{\beta^{3}\left\langle R^{1}\right\rangle^{3}} \tag{31}
\end{gather*}
$$

have an exact geometrical meaning: $\bar{R}$ is the mean radius, $\beta$, simply related to the standard deviation $\sigma$, is a measure of the dispersion of the considered distribution (the larger $\beta$, the broader the distribution) and, finally, $\gamma$ is an estimation of the skewness of the distribution (if $\gamma$ assumes positive values, it indicates an excess of large positive deviations from the mean value, if $\gamma$ is zero the distribution is symmetrical around the mean value and if $\gamma$ is negative there is an excess of large negative deviations). It is important to remark at this point that the two parameters $\beta$ and $\gamma$ cannot vary arbitrarily; in fact, large values of $\beta$ coupled to large negative values of $\gamma$ imply, from a mathematical point of view, that $F(R)$ assumes non-zero, positive values also when $R$ is negative, which is, of course, without any physical and geometrical sense. So, one has always to deal with low values of $\beta$ and $\gamma$. Reasonable distributions are particularly characterized by $\beta$ below 1 and by $\gamma$ not greater than a few units in absolute value. Of course, $\left\langle r^{1}\right\rangle$ and $\left\langle r^{2}\right\rangle$ can also be interpreted by analogy as the mean radius and as a measure of the relative broadness of the apparent distribution.

Equations 23, 24 and 25 can then be edited in the following form

$$
\begin{equation*}
\rho_{1}=\frac{\left\langle r^{1}\right\rangle}{\bar{R}}=\frac{\pi\left(1+\beta^{2}\right) \tau+2}{4 \tau+2} \tag{32}
\end{equation*}
$$

$$
\begin{align*}
\rho_{2}=\frac{\left\langle r^{2}\right\rangle}{\bar{R}^{2}}= & \frac{4\left(1+3 \beta^{2}+\gamma \beta^{3}\right) \tau+3\left(1+\beta^{2}\right)}{6 \tau+3}  \tag{33}\\
\frac{\phi_{\text {app }}}{\phi} & =1+\frac{3\left(1+\beta^{2}\right)}{4\left(1+3 \beta^{2}+\gamma \beta^{3}\right) \tau} \tag{34}
\end{align*}
$$

where the parameter $\tau$, defined as:

$$
\begin{equation*}
\tau=\frac{\bar{R}}{t} \tag{35}
\end{equation*}
$$

is a measure of the relative thinness of the considered specimen (the higher the value of $\tau$, the thinner the section with respect to the included particles). The content of Equations 32, 33 and 34 can be directly clarified using some graphs.

Fig. 3 shows a three-dimensional plot of $\rho_{1}$ versus $\tau$ and $\beta$. The parameter $\rho_{1}$ is the mean radius of the distribution $f(r)$ with respect to the mean radius of the bulk distribution $F(R)$. Then, if it assumes values inferior to 1 , it means that particle sections with apparent radius lower than $\bar{R}$ are preponderant in the apparent distribution $f(r)$. From Fig. 3 it is easy to conclude that, for small values of $\tau$, the apparent mean radius $\left\langle r^{1}\right\rangle$ tends to be the same as $\bar{R}$, independently of $\beta$, i.e. independently of the dispersion of $F(R)$. This is quite clearly understandable if one realizes that low values of $\tau$ imply that very thick sections, which can contain a large number of non-cut particles, are under observation. In this case, in fact, the apparent radius must coincide with the real one.

Increasing $\tau$ the ratio $\rho_{1}$ changes, with different slopes corresponding to different $\beta$. Notably, this
change is strong particularly in the range of $\tau$ which is of experimental interest for the characterization of HIPS and of several other two-phase polymeric materials; assuming a section thickness of $0.2-0.3 \mu \mathrm{~m}$, which is a reasonable value for a TEM specimen, the largest variation of $\rho_{1}$ will take place corresponding to a range of particles having mean radius between $2 \mu \mathrm{~m}$ and $0.05 \mu \mathrm{~m}$, which is the very range in which the rubber particles present in many rubber-toughened materials are contained. It is important to remark also that the dependence of $\rho_{1}$ on $\beta$ indicates that the broader the distribution in the bulk, the larger the apparent mean radius in the section results, giving rise to the noteworthy fact that very large distributions have a larger mean apparent radius in thin slices than in thick ones. Finally, it has to be added that the skewness of the bulk distribution $F(R)$ does not influence the mean radius in the section.

Fig. 4 is a three-dimensional plot of $\rho_{2}$ versus $\tau$ and $\beta$, keeping $\gamma$ constant and equal to zero, i.e. considering only symmetric distributions. The parameter $\rho_{2}$ can be considered as an evaluation of the relative dispersion of the distribution $f(r)$, so the fact that it increases with increasing $\beta$ for all values of $\tau$ is understandable making the reasonable assumption that broad distributions in the bulk will give rise to broad distributions in the sections. It is noticeable also that the dependence of the broadness of $f(r)$ on $\beta$ is higher for large values of $\tau$, i.e. when thin slices are under consideration. In thin slices, in fact, the original dispersion $\beta$ has to be added to the one resulting from the cutting. Again, the region of $\tau$ of experimental interest is the one in which the bigger variations in the parameter $\rho_{2}$ take place.


Figure 3 Three-dimensional plot of $\rho_{1}$ versus $\log \tau$ and $\beta$.


Figure 4 Three-dimensional plot of $\rho_{2}$ versus $\log \tau$ and $\beta$, keeping $\gamma=0$.

Fig. 5 is a three-dimensional plot of $\rho_{2}$ versus $\tau$ and $\gamma$ in which, this time, $\beta$ has been kept constant and positive. When thick slices, containing several non-cut particles, are observed the broadness of $f(r)$ should depend only on the broadness $\beta$ of the bulk distribution and should not be affected by the skewness of $F(R)$. In fact the value of $\rho_{2}$ does not depend on $\gamma$ for very low values of $\tau$. On the other hand, when $\tau$ is larger, we observe that distributions that are negatively skewed in the bulk appear less dispersed than the symmetrical or the positively skewed ones. This is a good demonstration of the fact that the process of cutting influences in a complex way the resulting distribution.

Eventually, we come to discuss how $\phi_{\text {app }} / \phi$ changes with varying $\tau$. Fig. 6 shows the three-dimensional plot of $\phi_{\text {app }} / \phi$ versus $\tau$ and $\beta$, keeping $\gamma$ constant and equal to zero i.e. considering only symmetric distributions. For high $\tau$ the ratio $\phi_{\text {app }} / \phi$ does not depend on $\beta$ and tends to 1 , according to the previously mentioned Delesse-Rosiwal principle.

On the other hand, when $\tau$ tends to zero the parameter $\phi_{\text {app }} / \phi$ tends to infinity: this means that $\phi_{\text {app }}$ could have values larger than 1 , which is without any geometrical significance. This is because it was not taken into consideration that, in a thick slice, many particle sections can overlap (the problem of the possible overlapping of the particle projections in the section is discussed in its quantitative terms in Appendix 2).

Anyway, from the observation of Fig. 7, one can conclude that the broadness of a generic, symmetric distribution does not affect significantly the parameter $\phi_{\text {app }} / \phi$ and that the considerable slope variation in $\phi_{\text {app }} / \phi$ takes place only for low values of $\tau$.

The situation partially changes when one comes to consider skewed distributions. In Fig. $7 \phi_{\text {app }} / \phi$ is plotted versus $\tau$ and $\gamma$, keeping $\beta$ constant and positive. Again, no dependence on $\gamma$ can be observed when $\tau$ is high, always according to the Delesse-Rosiwal principle; however, for low values of $\tau$, the skewness slightly affects the slope of the curves: increasing $\gamma$ the value of $\phi_{\text {app }}$ tends to decrease with respect to $\phi$ and this effect takes place in the range of practical interest.

### 3.3. Application of Equations 23, 24 and 25

From a given, sufficiently large micrograph coming from a sample with known thickness $t$, it is possible to compute $\left\langle r^{b}\right\rangle$, with $b$ a positive integer, and $\phi_{\text {app }}$. So Equations 23, 24 and 25 have four unknowns, i.e. $\left\langle R^{1}\right\rangle,\left\langle R^{2}\right\rangle,\left\langle R^{3}\right\rangle$ and $\phi$. To reduce the system to linearity and for more simplicity, one can recognize that, if $\left\langle R^{1}\right\rangle,\left\langle R^{2}\right\rangle$ and $\left\langle R^{3}\right\rangle$ are known, $\phi$ is easily computable from Equation 25. The problem can then be limited to consider only Equations 23 and 24, which are linear in the unknowns $\left\langle R^{1}\right\rangle,\left\langle R^{2}\right\rangle$ and $\left\langle R^{3}\right\rangle$. Even so, we have at this point a linear system of only two equations and three unknowns, which is in general not solvable.

In Appendix 1 the generic equation giving the expression for $\left\langle r^{k}\right\rangle$, with $k>2$, is derived. However, adding further equations for the higher moments of $f(r)$ does not help in the solution of the linear system. In fact, the generic $\left\langle r^{k}\right\rangle$ is given as a function $\left\langle R^{1}\right\rangle$, $\left\langle R^{k}\right\rangle$ and $\left\langle R^{k+1}\right\rangle$, then the number of the unknowns is always higher than that of the equations. This impasse can be avoided if it is assumed that the particle distribution function $F(R)$ has specific, known


Figure 5 Three-dimensional plot of $\rho_{2}$ versus $\log (\tau)$ and $\gamma$, keeping $\beta=0.2$.


Figure 6 Three-dimensional plot of $\phi_{\text {app }} / \phi$ versus $\tau$ and $\beta$, keeping $\gamma=0$. For low values of $\tau, \phi_{\text {app }} / \phi$ tends to increase beyond the limits of the box in which the plot is contained and then no surface is plotted in that region.
features, for example that it is monomodal or lognormal, as some distributions in rubber-toughened polymers are supposed to be: in this case to Equations 23 and 24 a generic relationship can be added of the
form $g\left(\left\langle R^{1}\right\rangle,\left\langle R^{2}\right\rangle,\left\langle R^{3}\right\rangle\right)=0$, making the system at least numerically computable.
Nevertheless, there is a simpler possibility, which avoids non-experimental assumptions and makes it


Figure 7 Three-dimensional plot of $\phi_{\text {app }} / \phi$ versus $\tau$ and $\gamma$, keeping $\beta=0.275$. For low values of $\tau, \phi_{\text {app }} / \phi$ tends to increase beyond the limits of the box in which the plot is contained and then no surface is plotted in that region.
possible to deal only with linear, easily solvable systems. If, in fact, several measurements of the parameters are made on pictures from samples having different thickness $t_{i}$, the number of equations increases: namely if, from the same material, $n$ different cuts have been done, a system of $2 n$ equations with three unknowns can be written from Equations 23 and 24

$$
\begin{align*}
& t_{1}: a_{1,1}\left\langle R^{1}\right\rangle+a_{1,2}\left\langle R^{2}\right\rangle+a_{1,3}\left\langle R^{3}\right\rangle=b_{1}(36) \\
& a_{2,1}\left\langle R^{1}\right\rangle+a_{2,2}\left\langle R^{2}\right\rangle+a_{2,3}\left\langle R^{3}\right\rangle=b_{2}(37) \\
& t_{2}: a_{3,1}\left\langle R^{1}\right\rangle+a_{3,2}\left\langle R^{2}\right\rangle+a_{3,3}\left\langle R^{3}\right\rangle=b_{3}(38) \\
& a_{4,1}\left\langle R^{1}\right\rangle+a_{4,2}\left\langle R^{2}\right\rangle+a_{4,3}\left\langle R^{3}\right\rangle=b_{4}(39) \\
& t_{n}: a_{2 n-1,1}\left\langle R^{1}\right\rangle+a_{2 n-1,2}\left\langle R^{2}\right\rangle \\
&+a_{2 n-1,3}\left\langle R^{3}\right\rangle=b_{2 n-1}  \tag{40}\\
& \quad \begin{array}{l}
2 n, 1
\end{array}  \tag{41}\\
&\left\langle R^{1}\right\rangle+a_{2 n, 2}\left\langle R^{2}\right\rangle+a_{2 n, 3}\left\langle R^{3}\right\rangle=b_{2 n}
\end{align*}
$$

where the coefficients $a_{i, j}$ and $b_{i}$ are easily computable when $n$ different thicknesses $t_{i}$ are considered.

When $n>1$ the system is clearly overdetermined: there are more equations than unknowns. To state the situation in a matricial form we have:

$$
\begin{equation*}
A\langle\mathbf{R}\rangle=b \tag{42}
\end{equation*}
$$

where $A$ and $b$ have the obvious meaning of the system coefficient matrix and column vector and $\langle\mathbf{R}\rangle$ is the
column vector

$$
\langle\mathbf{R}\rangle=\left(\begin{array}{c}
\left\langle R^{1}\right\rangle  \tag{43}\\
\left\langle R^{2}\right\rangle \\
\left\langle R^{3}\right\rangle
\end{array}\right)
$$

Saying that the system is overdetermined is equal to stating that the matrix $A$ has more lines than columns. Strictly speaking, then, Equation 42 will not have solutions, unless some lines in $A$ are linearly dependent, and such a system is called non-consistent. However, overdetermined systems are often encountered during experimental work and several procedures exist that give useful results. All the methods deal with the so called rest vector, $s$, defined as

$$
\begin{equation*}
s=A\langle\mathbf{R}\rangle-b \tag{44}
\end{equation*}
$$

Because, in general, it is impossible to make $s$ equal to zero, one can attempt to choose $\langle\mathbf{R}\rangle$ in order to make $s$ minimum in some way.

The easiest procedure (the one that will be followed in the Experimental section) is the least squares method, which consists in finding $\langle\mathbf{R}\rangle$ that makes minimum the quantity $s^{T} \cdot s$, where $s^{T}$ is the line vector transposed from $s$ and the multiplication dot is intended for the standard matricial multiplication. It is simple to demonstrate that this is equivalent to solving the system
$\left(a_{1}, a_{1}\right)\left\langle R^{1}\right\rangle+\left(a_{1}, a_{2}\right)\left\langle R^{2}\right\rangle+\left(a_{1}, a_{3}\right)\left\langle R^{3}\right\rangle=\left(a_{1}, b\right)$
$\left(a_{2}, a_{1}\right)\left\langle R^{1}\right\rangle+\left(a_{2}, a_{2}\right)\left\langle R^{2}\right\rangle+\left(a_{2}, a_{3}\right)\left\langle R^{3}\right\rangle=\left(a_{2}, b\right)$
$\left(a_{3}, a_{1}\right)\left\langle R^{1}\right\rangle+\left(a_{3}, a_{2}\right)\left\langle R^{2}\right\rangle+\left(a_{3}, a_{3}\right)\left\langle R^{3}\right\rangle=\left(a_{3}, b\right)$
where $\left(a_{i}, a_{j}\right)$, defined as

$$
\begin{equation*}
\left(a_{i}, a_{j}\right)=a_{1, i} a_{1, j}+a_{2, i} a_{2, j}+\ldots+a_{2 n, i} a_{2 n, j} \tag{48}
\end{equation*}
$$

is clearly the scalar product between the two column vectors $a_{i}$ and $a_{j}$.

We mention here another widely used method: the Cebyshev or min-max method, into the details of which we need not go. It is sufficient to remember that this method consists of choosing $\langle\mathbf{R}\rangle$ in order that the maximum component of the rest vector $s$ should be minimum. The system is then transformed in a series of linear disequations that can be treated using the routines of linear programming such as, for example, the simplex algorithm. It could be, finally, useful to remember that the min-max method is more appropriate than the least squares one when there are one or a few components of the rest vector that tend to be markedly larger than the others or when further conditions have to be associated with the system.

## 4. Numerical simulation

Because some of the assumptions made in the previous section have only an intuitive foundation, it is important to check the validity of the formulae thus derived using an independent method before applying them to practical cases. The process of cutting and that of image production can be easily simulated using a computer program, so we developed one in FORTRAN, the general outlines of which are sketched in this section. The program can be divided in two main parts: the first concerning the input procedure and the routine for the particle arrangement and the second strictly limited to the elaboration.

### 4.1. Input

The program consists in constructing the Cartesian simulation of a cube of material containing several particles and then in splitting one or more sections of defined thickness on which the requested computations are made. The algorithm that we used then requires, as input parameters,

- the volume fraction $\phi$ of the second phase,
- the approximate number $M$ of particles to be considered in our simulated cube of material,
- information about the particle size distribution $F(R)$.
We considered only monomodal, pseudo-random, normal and log-normal distributions but, as will be clear in the following, the algorithm can easily be adapted for all the distributions that have a $F(R)$ which can be expressed in analytical form.


### 4.1.1. Monomodal distribution

This is the simplest case: the radius $R$ is the only parameter to be introduced. The program, then, will consider $M$ particles all having the same radius $R$.

### 4.1.2. Pseudo-random distribution

In this case the radius of the particles is assumed to be distributed randomly from a minimum value $R_{\min }$ and a maximum value $R_{\max }$. The program uses, for each of the $M$ particles to be introduced, a generator of pseudo-random numbers calibrated between $R_{\text {min }}$ and $R_{\text {max }}$ in order to assess the radius.

### 4.1.3. Normal distribution

The expression of $F(R)$ for a normal distribution is

$$
\begin{equation*}
F(R)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{(R-\bar{R})^{2}}{2 \sigma^{2}}\right) \tag{49}
\end{equation*}
$$

where $\bar{R}$ is the mean radius and $\sigma$ the standard deviation. It is important to observe that the normal distribution, being symmetrical around the mean value, always has positive values of $F$ corresponding to negative values of $R$, which does not have geometrical meaning in our specific case. Let us, then, consider the distribution only in a positive interval given in standard deviation units as $\left[\bar{R}-N_{\sigma} \sigma, \bar{R}+N_{\sigma} \sigma\right]$ with $\left(\bar{R}-N_{\sigma} \sigma\right)>0$. If we divide this interval into $N_{\mathrm{cl}}$ sub-intervals each of length equal to $\Delta R$ and centre coordinate $R_{i}$, the normalization property of $F(R)$ implies that

$$
\begin{equation*}
\sum_{i=1}^{N_{\mathrm{NL}}} F\left(R_{i}\right) \Delta R \sim 1 \tag{50}
\end{equation*}
$$

when the distribution does not possess considerable queues for large values of $(R-\bar{R})^{2}$ and when $N_{\mathrm{cl}}$ tends to infinity. The value $\Delta R$ can be easily termed as

$$
\begin{equation*}
\Delta R=\frac{2 N_{\sigma} \sigma}{N_{\mathrm{cl}}} \tag{51}
\end{equation*}
$$

then Equation 50 becomes

$$
\begin{equation*}
\sum_{i=1}^{N_{\mathrm{cl}}} F\left(R_{i}\right) \frac{2 N_{\sigma} \sigma}{N_{c 1}} \sim 1 \tag{52}
\end{equation*}
$$

We said that the purpose of the program is to introduce in the considered cube of material $M$ particles, whose radii should be distributed according to $F(R)$. If we consider the same $N_{\mathrm{ct}}$ radius intervals mentioned above, the number $n_{i}$ of particles having radius $R_{i}$ inside the $i$ th interval has to satisfy the condition

$$
\begin{equation*}
\sum_{i=1}^{N_{c l}} n_{i} \sim M \tag{53}
\end{equation*}
$$

At this point it is easy to recognize, from the previous equations, that the number of particles to be introduced in the class having mean radius $R_{i}$ is

$$
\begin{equation*}
n_{i} \sim \frac{2 M N_{\sigma} \sigma}{N_{\mathrm{cl}}} F\left(R_{i}\right) \tag{54}
\end{equation*}
$$

The program then requires as input parameters:

- The mean radius of the normal distribution $\bar{R}$,
- the standard deviation of the normal distribution $\sigma$,
- the amplitude of the interval in which the distribution is considered (in standard deviation units) $2 N_{\sigma}$,
- the number of classes in which the considered interval is divided $N_{\mathrm{cl}}$,
and, for each radius $R_{i}$ defined as:

$$
\begin{equation*}
R_{i}=\bar{R}-N_{\sigma} \sigma+\frac{2 i N_{\sigma} \sigma}{N_{\mathrm{cl}}} \tag{55}
\end{equation*}
$$

it introduces a number of particles corresponding to that given in Equation 54. Of course this discretized distribution in size will better mimic the continuous normal distribution as the ratio $\left(2 M N_{\sigma} \sigma\right) / N_{\mathrm{cl}}$ increases.

### 4.1.4. Log-normal distribution

The so-called $\log$-normal distribution is a distribution normal when the $x$-axis is plotted on a logarithmic scale. The expression for $F(R)$ in this case is the following

$$
\begin{equation*}
F(R)=\frac{1}{\sqrt{2 \pi} \sigma_{\mathrm{L}} R} \exp \left\{\frac{-\left(\ln R-\bar{R}_{\mathrm{L}}\right)^{2}}{2 \sigma_{\mathrm{L}}^{2}}\right\} \tag{56}
\end{equation*}
$$

where $\bar{R}_{\mathrm{L}}$ and $\sigma_{\mathrm{L}}$ are parameters characterizing the mean value and the standard deviation of the distribution in logarithmic scale. It is easy to calculate that the mean value $\bar{R}$ and the standard deviation $\sigma$ are instead given by

$$
\begin{gather*}
\vec{R}=\exp \left(\bar{R}_{\mathrm{L}}+\frac{\sigma_{\mathrm{L}}^{2}}{2}\right)  \tag{57}\\
\sigma=\left(\exp \left(2 \bar{R}_{\mathrm{L}}+\sigma_{\mathrm{L}}^{2}\right)\left(\exp \left(\sigma_{\mathrm{L}}^{2}\right)-1\right)\right)^{1 / 2} \tag{58}
\end{gather*}
$$

Therefore an approach similar to that developed for the normal distribution, using $\bar{R}$ and $\sigma$, can be adapted when a given log-normal distribution has to be discretized.

### 4.2. Particle arrangement

The program now possesses $M$ particles for which it has memorized the radius $R_{i}$ distributed according to the selected distribution $F(R)$. The distribution moments can then be easily computed according to the formulae given in the previous section and the particles have to be arranged in space.

The program chose to dispose the particles inside a cube having Cartesian coordinates $0 \leq x_{i} \leq L(i=1$, 2,3 ). The cube edge is computed as

$$
\begin{equation*}
L=\left(\frac{4 \pi\left\langle R^{3}\right\rangle M}{3 \phi}\right)^{1 / 3} \tag{59}
\end{equation*}
$$

consistently with all the input data. Then, using a pseudo-random number generator calibrated between 0 and $L$, the centre coordinates $\left(x_{1}(i), x_{2}(i), x_{3}(i)\right)$ of each ith particle are generated, taking into account that all the particles must be contained in the
considered cube:

$$
\begin{align*}
&(j=1,2,3), \forall i=1,2,3, \ldots M\left(x_{j}(i)-R_{i}\right) \geq 0  \tag{60}\\
&(60)
\end{align*}, \begin{array}{ll}
\left(x_{j}(i)-R_{i}\right) \leq L \tag{61}
\end{array}
$$

and that the particles cannot overlap

$$
\forall i, \forall j=1,2,3, \ldots M
$$

$$
\begin{equation*}
\sqrt{\sum_{k=1}^{3}\left(x_{k}(i)-x_{k}(j)\right)^{2}} \leq R_{i}+R_{j} \tag{62}
\end{equation*}
$$

The easiest way, from the programming point of view, to get the three above conditions satisfied is to iterate the use of the random number generator each time that the centre coordinates produced do not meet the requirements. Of course, when a large number of particles is considered and/or when we are trying to simulate a material having a considerable value of second phase volume fraction, this method becomes dramatically time-consuming because it has to find free spaces inside the particle arrangement only by random guessing. In these cases some simple strategies can be developed, like, for example, introducing bigger particles first.

### 4.3. Elaboration

The elaboration part of the program is dedicated to the simulation of the cutting and image analysis processes. For simplicity we choose to have the slices cut along planes parallel to the first two axes. Always using the pseudo-random number generator the mean third coordinate $h$ of the slice is introduced with the restriction that the whole thick slice should be contained in the cube, i.e.

$$
\begin{align*}
& h-\frac{t}{2} \geq 0  \tag{63}\\
& h+\frac{t}{2} \leq L \tag{64}
\end{align*}
$$

The computation of the section moments $\left\langle r^{b}\right\rangle(b$ is a positive integer) and of the apparent volume fraction $\phi_{\text {app }}$ follows simply by determining which particles are completely or partially included in the section.

From a mathematical point of view the generic $j$ th particle for which the two conditions

$$
\begin{align*}
& x_{3}(j)-R_{j}<h+\frac{t}{2}  \tag{65}\\
& x_{3}(j)+R_{j}>h-\frac{t}{2} \tag{66}
\end{align*}
$$

are satisfied gives its contribution both to the section moments and to the apparent volume fraction. Of course, if in the cube we have $M$ particles, the particles satisfying Equations 65 and 66 will be $N$ with $N \leq M$. From now then we will consider only these $N$.

When the $j$ th particle has its equatorial region contained in the section, i.e. when

$$
\begin{equation*}
x_{3}(j) \geq h-\frac{t}{2} \tag{67}
\end{equation*}
$$

$$
\begin{equation*}
x_{3}(j) \leq h+\frac{t}{2} \tag{68}
\end{equation*}
$$

are satisfied, it is easy to conclude that

$$
\begin{equation*}
r_{j}=R_{j} \tag{69}
\end{equation*}
$$

On the other hand, the section will cut the particle off from its equatorial region: in this case the following expression gives the value of the apparent radius

$$
\begin{align*}
r_{j}^{2}= & \max \left\{\left[R_{j}^{2}-\left(x_{3}(j)-h+\frac{t}{2}\right)^{2}\right]\right. \\
& \left.\times\left[R_{j}^{2}-\left(x_{3}(j)-h-\frac{t}{2}\right)^{2}\right]\right\} \tag{70}
\end{align*}
$$

So the moments and the apparent volume fraction can be computed as

$$
\begin{align*}
\left\langle r^{b}\right\rangle= & \frac{\sum_{j=1}^{N} r_{j}^{b}}{N}  \tag{71}\\
\phi_{\text {app }} & =\frac{\pi \sum_{j=1}^{N} r_{j}^{2}}{L^{2}} \tag{72}
\end{align*}
$$

If the precision in the computation has to be increased one can choose to examine more than one section.

The values obtained from Equations 71 and 72 do not have any relationship with Equations 23, 24 and 25 , so the simulation can be considered a test for their validity.

Many simulations have been performed; they involved all the four different particle size distributions described, with different combinations of parameters so that variably large and skewed distributions have been tested (always more than 2000 particles in the section have been considered) and consistently an excellent agreement has been found between the theoretical values estimated by Equations 23, 24 and 25 and those computed using Equations 71 and 72. Figs 8 and 9 show the accord between the data from the simulations and the theoretical relationships in the simple case of monomodal distributions.


Figure 8 Plot of $\rho_{1}$ versus $\log \tau$. The solid line represents the theoretical relationship from Equation 32 and the symbols are data from the numerical simulation. The simulation concerned only monomodal distributions.


Figure 9 Plot of $\phi_{\text {app }} / \phi$ versus $\log \tau$. The solid line represents the theoretical relationship from Equation 34 and the solid circles are data from the numerical simulation. The simulation concerned only monomodal distributions.

## 5. Experimental procedure

The main conclusion drawn in the previous sections was that the thickness of the observed slices becomes a very important parameter in image analysis, especially when the ratio between the mean particle radius and the thickness itself varies from about 0.1 to 10 , which is the range of practical interest for many rubber-toughened materials observed by TEM.

An impressive confirmation of the great influence that the thickness of the samples has on the final features of micrographs is given in Figs 10 and 11. The two pictures come from the same material (the characteristics of which will be described in the following), cut in slices having different thicknesses, lower and higher, respectively. For instance, it is immediately seen that the apparent volume fraction is extremely different in the two pictures. So far, there is a real, practical need to take into account the factors analysed in the previous sections.
In this section an experimental work will be described on two series of different HIPS: attention will be concentrated on the second phase volume fraction measurement, using for its determination different and independent methods, the first of which is the one based on the approach of image analysis previously developed.

### 5.1. Materials

Two different HIPS were studied, indicated in the following simply as HIPS1 and HIPS2, containing particles having very different size and structure. In HIPS1 (see Fig. 12) the particles are relatively big, with the so-called "salami" structure, while the particles in HIPS2 (see Figs 10 and 11) are smaller, exhibiting the more simple "core-shell" structure.

The different dimensions and structure of the particles in the two materials are obtained during the polymerization process; it is important to remark that a very critical role is played by the amount and nature of the matter at the interface between bulk PS and particles, which, of course, will be in some ways different in the two materials. From the HIPS1 and HIPS2


Figure 10 TEM micrograph of HIPS2 from a slice exhibiting a silver interference colour corresponding to a thickness of about $0.075 \mu \mathrm{~m}$.


Figure 11 TEM micrograph of HIPS2 from a slice exhibiting a green interference colour corresponding to a thickness of about $0.260 \mu \mathrm{~m}$.


Figure 12 TEM micrograph of HIPS1 from a slice exhibiting a gold interference colour corresponding to a thickness of about $0.120 \mu \mathrm{~m}$.
two complete series of materials, indicated as HIPS1(1), HIPS1(2), HIPS1(3), HIPS1(4) and HIPS2(1), HIPS2(2), HIPS2(3), HIPS2(4), were obtained by melt mixing in increasing proportions PS homopolymer (having approximately the same molecular characteristics as the matrices in the two original materials) in order to obtain materials with dispersed phases in the proportion of $1,3 / 4,1 / 2$ and $1 / 4$ with respect to the original ones.

### 5.2. Second phase volume fraction and particle size distribution determination by means of image analysis

For each material of the two series, several TEM micrographs from samples having different thickness were taken. The slices were cut using an ultramicrotome and the thickness was determined by floating the cut slice on the water surface, estimating the interference colour (Table I shows the thickness associated with different interference colours) [33]. Slices showing more than one, unambiguous interference colour were not considered. Before the microtoming all the samples were immersed in an aqueous solution of $\mathrm{OsO}_{4}$ for 2 days; as explained before, the staining procedure facilitates the cutting.

The cut slices were observed and photographed using an 100 kV TEM, taking care not to excessively condense the electron beam. This ensured that no

TABLE I Slice thickness associated with different interference colour according to Ref. 33

| Interference colour | Thickness $(\mu \mathrm{m})$ |
| :--- | :--- |
| Silver | 0.075 |
| Gold | 0.120 |
| Purple | 0.170 |
| Blue | 0.215 |
| Green-yellow | 0.260 |

deformation due to heating by electron absorption took place inside the samples. For each material and for each slice thickness the number of pictures taken was sufficient always to examine more than 400 particle sections. The micrographs were then analysed using a computerized Nachet-Vision image analysis system. Using a grey scale the particle sections were first separated from the background constituted by the PS matrix, then, by means of an appropriate use of filling and erosion routines, the particle sections, including their inner sub-inclusions, were delimited and individually considered. This procedure introduced cuts in correspondence to overlapped regions that, however, were always few and reduced in area in all the samples considered (see Appendix 2).
Assuming that all the particles were perfectly circular, which was quite true because the bulk samples had been preventitively thermally treated in order to avoid
anisotropy due to molecular orientation，the apparent radius $r_{i}$ of each particle section was computed as：

$$
\begin{equation*}
r_{i}=\left(\frac{S_{i}}{\pi}\right)^{1 / 2} \tag{73}
\end{equation*}
$$

where $S_{i}$ was the particle section surface obtained，by means of a straightforward calibration，from its num－ ber of pixels．The moments $\left\langle r^{b}\right\rangle$（ $b$ is a positive integer）were computed according to the previously mentioned formulae and the apparent second phase volume fraction simply as the ratio between the num－ ber of pixels imaging the particles and the total number of pixels．

In Tables II and III，for each material and for each specimen thickness，the values of the first two section radius distribution moments，of the apparent volume fraction and of the number of observed particles are reported．It is easy to observe that a general trend exists in the data of $\phi_{\text {app }}$ measured on the same material with specimens having different thickness： $\phi_{\text {app }}$ increases and it can also double when the thick－ ness is varied from about $0.07 \mu \mathrm{~m}$ to about $0.25 \mu \mathrm{~m}$ ． A less pronounced trend exists also in the distribution moments that tend to increase too，increasing the specimen thickness．

Equations 23， 24 and 25 have now to be applied to this practical case：because there are five different measurements made corresponding to five different thicknesses，we are dealing with an overdetermined system of equations．It is important to stress，at this point，that the determination of the distribution mo－ ments $\left\langle R^{a}\right\rangle(a=1,2,3)$ does not depend on the second phase volume fraction value，but only on the thickness of the examined section．In fact，if a large enough section is observed and then a sufficient num－ ber of particles，the section radius distribution is the same，independently of the volume fraction：in other words，one must obtain the same values of $\left\langle R^{a}\right\rangle$ analysing pictures coming from a sample with differ－ ent volume fraction values，but with the same thick－ ness．Then the precision in the computation of $\left\langle R^{a}\right\rangle$ can be increased simply by considering，for HIPS1 and HIPS2，an average of the data coming from samples having the same thickness，not considering the second phase volume fraction．Thus can be derived from the data only one system of equations for HIPS1 and one for HIPS2，concerning a very large number of measured particles sections（in Tables II and III the averaged values and the system equations are also displayed）．Applying the least squares method，the

TABLE II Image analysis data for HIPS1

| Thickness，$t$ （ $\mu \mathrm{m}$ ） | Material | Observed particles | $\begin{aligned} & \left\langle r^{1}\right\rangle \\ & (\mu \mathrm{m}) \end{aligned}$ | $\begin{aligned} & \left\langle r^{2}\right\rangle \\ & \left(\mu m^{2}\right) \end{aligned}$ | $\phi_{\text {app }}$ | $\begin{aligned} & \overline{\left\langle r^{1}\right\rangle} \\ & (\mu \mathrm{m}) \end{aligned}$ | $\begin{gathered} \overline{\left\langle r^{2}\right\rangle} \\ \left(\mu \mathrm{m}^{2}\right) \end{gathered}$ | $\phi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.075 | HIPS1（1） | 368 | 0.239 | 0.102 | 0.0742 |  |  | 0.0677 |
| 0.075 | HIPS1（2） | 587 | 0.216 | 0.083 | 0.1489 |  |  | 0.1358 |
| 0.075 | HIPS1（3） | 535 | 0.190 | 0.070 | 0.2121 |  |  | 0.1935 |
| 0.075 | HIPS1（4） | 782 | 0.235 | 0.096 | 0.2763 | 0.220 | 0.087 | 0.2520 |
| 0.120 | HIPS1（1） | 466 | 0.229 | 0.094 | 0.0750 |  |  | 0.0650 |
| 0.120 | HIPS1（2） | 578 | 0.226 | 0.101 | 0.1494 |  |  | 0.1295 |
| 0.120 | HIPS1（3） | 539 | 0.228 | 0.105 | 0.2369 |  |  | 0.2053 |
| 0.120 | HIPS1（4） | 644 | 0.227 | 0.110 | 0.3010 | 0.227 | 0.103 | 0.2608 |
| 0.170 | HIPS1（1） | 368 | 0.242 | 0.110 | 0.0867 |  |  | 0.0712 |
| 0.170 | HIPS1（2） | 558 | 0.216 | 0.091 | 0.1492 |  |  | 0.1225 |
| 0.170 | HIPS1（3） | 535 | 0.237 | 0.105 | 0.2312 |  |  | 0.1898 |
| 0.170 | HIPS1（4） | 1000 | 0.209 | 0.086 | 0.2905 | 0.222 | 0.095 | 0.2385 |
| 0.215 | HIPS1（1） | 385 | 0.243 | 0.122 | 0.0865 |  |  | 0.0678 |
| 0.215 | HIPS 1（2） | 503 | 0.231 | 0.112 | 0.1809 |  |  | 0.1417 |
| 0.215 | HIPS1（3） | 518 | 0.242 | 0.102 | 0.2309 |  |  | 0.1810 |
| 0.215 | HIPS 1（4） | 913 | 0.237 | 0.108 | 0.3163 | 0.238 | 0.110 | 0.2479 |
| 0.260 | HIPS 1（1） | 407 | 0.205 | 0.088 | 0.1005 |  |  | 0.0753 |
| 0.260 | HIPS1（2） | 512 | 0.247 | 0.115 | 0.1797 |  |  | 0.1347 |
| 0.260 | HIPS 1（3） | 590 | 0.235 | 0.111 | － 0.2616 |  |  | 0.1961 |
| 0.260 | HIPS1（4） | 902 | 0.227 | 0.098 | 0.3297 | 0.230 | 0.103 | 0.2472 |

Equations 23， 24 and 25 give rise to the following ten equations

```
-0.730\langle\mp@subsup{R}{}{1}\rangle+3.141\langle\mp@subsup{R}{}{2}\rangle=0.330
-0.526\langleR'1\rangle+0.225\langleR'2\rangle+4\langleR方\rangle=0.020
-0.670\langleR'责\rangle+3.141\langle\mp@subsup{R}{}{2}\rangle=0.055
-0.617\langle\mp@subsup{R}{}{1}\rangle+0.360\langle\mp@subsup{R}{}{2}\rangle+4\langle\mp@subsup{R}{}{3}\rangle=0.037
-0.547\langle\mp@subsup{R}{}{1}\rangle+3.141\langle\mp@subsup{R}{}{2}\rangle=0.075
-0.569\langleR'1}\rangle+0.510\langle\mp@subsup{R}{}{2}\rangle+4\langle\mp@subsup{R}{}{3}\rangle=0.04
-0.521\langle卦\rangle+3.141\langle\mp@subsup{R}{}{2}\rangle=0.102
-0.658\langleR'1}\rangle+0.645\langle\mp@subsup{R}{}{2}\rangle+4\langle\mp@subsup{R}{}{3}\rangle=0.07
-0.397\langle\mp@subsup{R}{}{1}\rangle+3.141\langle\mp@subsup{R}{}{2}\rangle=0.119
-0.618\langleR'1}\rangle+0.780\langle\mp@subsup{R}{}{2}\rangle+4\langle\mp@subsup{R}{}{3}\rangle=0.08
```

from which，applying the least squares method described in the text，it is possible to obtain
$\left\langle R^{1}\right\rangle=0.240 \mu \mathrm{~m},\left\langle R^{2}\right\rangle=0.069 \mu \mathrm{~m}^{2},\left\langle R^{3}\right\rangle=0.040 \mu \mathrm{~m}^{3}$ ，and $\beta^{2}=0.184 \gamma=16.628$ ．Using these values，together with data of $\phi_{\mathrm{app}}$, one can easily compute from Equation 25 the values of $\phi$ displayed in the table．

| Thickness, $t$ ( $\mu \mathrm{m}$ ) | Material | Observed particles | $\begin{aligned} & \left\langle r^{1}\right\rangle \\ & (\mu \mathrm{m}) \end{aligned}$ | $\begin{aligned} & \left\langle r^{2}\right\rangle \\ & \left(\mu \mathrm{m}^{2}\right) \end{aligned}$ | $\phi_{\text {app }}$ | $\begin{aligned} & \overline{\left\langle r^{1}\right\rangle} \\ & (\mu \mathrm{m}) \end{aligned}$ | $\begin{aligned} & \overline{\left\langle r^{2}\right\rangle} \\ & \left(\mu \mathrm{m}^{2}\right) \end{aligned}$ | $\phi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.075 | HIPS2(1) | 433 | 0.0782 | 0.0068 | 0.0518 |  |  | 0.0340 |
| 0.075 | HIPS2(2) | 471 | 0.0795 | 0.0069 | 0.0849 |  |  | 0.0556 |
| 0.075 | HIPS2(3) | 670 | 0.0867 | 0.0083 | 0.1463 |  |  | 0.0959 |
| 0.075 | HIPS2(4) | 722 | 0.0845 | 0.0078 | 0.2020 | 0.0829 | 0.0076 | 0.1324 |
| 0.120 | HIPS2(1) | 339 | 0.0843 | 0.0078 | 0.0562 |  |  | 0.0305 |
| 0.120 | HIPS2(2) | 421 | 0.0927 | 0.0093 | 0.1028 |  |  | 0.0558 |
| 0.120 | HIPS2(3) | 603 | 0.0896 | 0.0089 | 0.1462 |  |  | 0.0794 |
| 0.120 | HIPS2(4) | 681 | 0.0823 | 0.0075 | 0.1796 | 0.0869 | 0.0083 | 0.0975 |
| 0.170 | HIPS2(1) | 363 | 0.0904 | 0.0090 | 0.0700 |  |  | 0.0319 |
| 0.170 | HIPS2(2) | 405 | 0.0990 | 0.0106 | 0.1140 |  |  | 0.0520 |
| 0.170 | HIPS2(3) | 550 | 0.0947 | 0.0100 | 0.1502 |  |  | 0.0685 |
| 0.170 | HIPS2(4) | 653 | 0.0907 | 0.0091 | 0.2141 | 0.0935 | 0.0096 | 0.0977 |
| 0.215 | HIPS2(1) | 342 | 0.0971 | 0.0103 | 0.0769 |  |  | 0.0307 |
| 0.215 | HIPS2(2) | 487 | 0.0964 | 0.0101 | 0.1316 |  |  | 0.0525 |
| 0.215 | HIPS2(3) | 627 | 0.0983 | 0.0106 | 0.1819 |  |  | 0.0726 |
| 0.215 | HIPS2(4) | 658 | 0.0943 | 0.0098 | 0.2384 | 0.0964 | 0.0102 | 0.0951 |
| 0.260 | HIPS2(1) | 336 | 0.0973 | 0.0102 | 0.0749 |  |  | 0.0265 |
| 0.260 | HIPS2(2) | 490 | 0.1020 | 0.0112 | 0.1466 |  |  | 0.0519 |
| 0.260 | HIPS2(3) | 1186 | 0.1030 | 0.0117 | 0.2261 |  |  | 0.0801 |
| 0.260 | HIPS2(4) | 584 | 0.1030 | 0.0119 | 0.2550 | 0.1021 | 0.0115 | 0.0903 |

Equations 23, 24 and 25 give rise to the following ten equations
$-0.1816\left\langle R^{1}\right\rangle+3.141\left\langle R^{2}\right\rangle=0.0124$
$-0.0454\left\langle R^{1}\right\rangle+0.225\left\langle R^{2}\right\rangle+4\left\langle R^{3}\right\rangle=0.0017$
$-0.1076\left\langle R^{1}\right\rangle+3.141\left\langle R^{2}\right\rangle=0.0209$
$-0.0500\left\langle R^{1}\right\rangle+0.360\left\langle R^{2}\right\rangle+4\left\langle R^{3}\right\rangle=0.0030$
$-0.0338\left\langle R^{1}\right\rangle+3.141\left\langle R^{2}\right\rangle=0.0318$
$-0.0578\left\langle R^{1}\right\rangle+0.510\left\langle R^{2}\right\rangle+4\left\langle R^{3}\right\rangle=0.0049$
$-0.0442\left\langle R^{1}\right\rangle+3.141\left\langle R^{2}\right\rangle=0.0415$
$-0.0614\left\langle R^{1}\right\rangle+0.645\left\langle R^{2}\right\rangle+4\left\langle R^{3}\right\rangle=0.0066$
$-0.1115\left\langle R^{1}\right\rangle+3.141\left\langle R^{2}\right\rangle=0.0531$
$-0.0687\left\langle R^{1}\right\rangle+0.780\left\langle R^{2}\right\rangle+4\left\langle R^{3}\right\rangle=0.0089$
from which, applying the least squares method described in the text, it is possible to obtain
$\left\langle R^{1}\right\rangle=0.1372 \mu \mathrm{~m},\left\langle R^{2}\right\rangle=0.0117 \mu \mathrm{~m}^{2},\left\langle R^{3}\right\rangle=0.0017 \mu \mathrm{~m}^{3}$, and $\beta^{2}=-0.380$. Assuming that $\left\langle R^{2}\right\rangle=\left\langle R^{1}\right\rangle^{2}$ and $\left\langle R^{3}\right\rangle=\left\langle R^{1}\right\rangle^{3}$
(monomodal distribution) each one of the ten equations reported above can be solved. Averaging all the solutions one obtains a mean value and a standard deviation: $\left\langle R^{1}\right\rangle=0.1070, \sigma\left(\left\langle R^{1}\right\rangle\right)=0.0060$. Using these values, together with the data of $\phi_{\text {app }}$, one can easily compute from Equation 25 the values of $\phi$ displayed in the table.
values of $\left\langle R^{a}\right\rangle$ for HIPS1 and HIPS2 are easily obtainable and they are also displayed in Tables II, and III.

HIPS1 shows a broad, positively skewed particle size distribution. The solution values $\left\langle R^{a}\right\rangle$ for HIPS2 are, on the other hand, not satisfactory: the value of $\beta^{2}$ is negative which is without any geometrical meaning. The mathematical reason for this drawback lies in the fact that the least squares method does not exclude solutions: in principle, for example, it could choose a solution in which one of the moments is negative. As we mentioned, using the simplex algorithm, one can introduce further conditions in the system resolution, like, for example, that the moments $\left\langle R^{a}\right\rangle$ and $\beta^{2}$ should all be positive. Our purpose, however, is to keep the solution of the system as simple as is acceptable: more simply, then, one can imagine that the bestfitting non-contradictory HIPS2 distribution should be extremely narrow and attempt to solve the system assuming the particle size distribution monomodal. So, taking Equation 5 into account, for each of the ten equations concerning HIPS2 it is possible to obtain a value of $R$ and then to mediate between them. In

Tables II and III the mean value of the solution is always displayed, together with its standard deviation which is of about $5 \%$ and more than satisfactory for this kind of measurement, confirming that the assumption of monomodal distribution is reasonable.

Now that the values of $\left\langle R^{a}\right\rangle$ for the two materials have been obtained, the value of $\phi$ for each specimen thickness can be computed. These values are displayed in Tables II and III. It is easy to observe that, for each material of the two series, the application of the mathematical treatment to the values of $\phi_{a p p}$ obtained from differently thick samples gives rise to values of $\phi$ which contain little or no scattering, confirming the validity of the approach.

### 5.3. Second phase volume fraction determination by means of a selective solvents separation method

For each material of the two series the measurements of the second phase volume fraction have been made following the method previously described in Reference 3 .

### 5.4. Second phase volume fraction determination by means of an indirect method

For each material of the two series, measurements of the Young's modulus $E$ in three-point bending and dual cantilever geometries and of the shear modulus $G$ in torsion have been performed. The measurements were made using, respectively, a Rheometrics RSA II and a Rheometrics RMS 800 on specimens obtained from compression-moulded plates. The moduli were measured in a dynamic regime with sinusoidal strain pulses of about $0.05 \%$ at a frequency of about 6.3 rad s ${ }^{-1}$. The data are displayed in Table IV.

### 5.5. Discussion

Table IV summarizes the results obtained for each material in the two series by applying the three different methods for the determination or estimation of $\phi$.

First, data from the proposed image analysis method and from the separation procedure are compared. Fig. 13 shows a plot of the second phase volume fraction values obtained from the image analysis, indicated as $\phi_{\text {IA }}$, and those from the separation procedure, indicated as $\phi_{s}$. From the figure it is easy to conclude that $\phi_{\mathrm{IA}}>\phi_{\mathrm{s}}$ for HIPS1 and $\phi_{\text {IA }}<\phi_{\mathrm{s}}$ for HIPS 2. A possible explanation of this fact, not completely unexpected, can be traced in some of the features of the separation process that, as we anticipated, have been in the past somewhat neglected or overlooked. In the separation process, for instance, it can happen that not all the second phase is separated properly and that the material inside the sub-inclusions is extracted. Also, the PS part of the interfacial matter is computed in the gel measurements, while it is not in the image analysis method. So, we believe these facts to be the most reasonable cause of the data discrepancy showed in Fig. 13.

One can imagine that in HIPS2 the PS interfacial matter could be relatively higher than in HIPS1, giving rise to higher values of the second phase volume fraction computed using the separation procedure, while it is possible that not all the HIPS1 particles would have been well centrifuged or that a nonnegligible amount of material would have been extracted from the sub-inclusions. A more accurate investigation of the causes of these discrepancies is
definitely needed, however it is not essential to this paper.
It is interesting at this point to check if the previously reported experimental evidence of the dependency of the elastic modulus only on the second phase volume fraction is also confirmed by our data. Cigna [3] drew his results plotting the values of $G$ modulus versus the second phase volume fraction obtained by his separation method: he considered materials having big particles with salami structures formed during the polymerization process or bulk rubber particles obtained by simple melt mixing and found quite a good correlation showing that $\phi_{s}$ is the only parameter affecting $G$. Doing the same, plotting our values of $G$ versus the values of $\phi_{s}$, we find that the two materials data split in two different sets (see Fig. 14, which also contains the data from Ref. 3): to have HIPS1 and HIPS2 with the same shear modulus one needs to consider the HIPS2 with greater $\phi_{\mathrm{s}}$ (the situation is essentially the same if one considers the Young's modulus $E$ ). This fact, however, is not sufficient to affirm that $G$ does not depend only on the rubbery phase volume fraction: $\phi_{s}$, as mentioned above, probably measures different characteristics in structurally different materials and, while it would have been a convenient estimation of the rubbery phase volume fraction for Cigna's homogeneous set of materials and for HIPS1, it is not for HIPS2.
The values of $\phi_{\text {IA }}$ seem plausibly more appropriate to be plotted versus $G$. Nevertheless the splitting of data still occurs, the situation being completely reversed with respect to the previous case: HIPS1 has a greater $\phi_{\text {IA }}$ than HIPS2 when the modulus is constant (see Fig. 15). The fact that some mathematical simplifications are involved in the computation of $\phi_{\text {IA }}$, for example the assumption that the particles considered should be perfectly spherical, and that these simplifications can introduce some systematic errors, is not sufficient, in our opinion, to account for the data splitting concerning HIPS1 and HIPS2 shown in Fig. 15 that must be imputed to differences existing in the two sets of materials.
So, despite the existence of a general trend relating $G$ and $\phi$, however this parameter has been measured, the last results induce one to believe that a strict relationship cannot be found when the materials under investigation contain rubbery phases having

TABLE IV Second phase volume fraction from different experimental procedures and elastic moduli data

| Material | Volume fraction <br> $\phi_{\text {IA }}$, | Volume fraction <br> by image <br> analysis | $\phi_{\mathrm{s}}$ <br> by separation | Young's modulus, <br> $E$, by <br> 3-point bending <br> $(\mathrm{MPa})$ | Young's modulus, <br> $E$, by <br> dual cantilever <br> $(\mathrm{MPa})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |



Figure 13 Plot of the second phase volume fraction data obtained from image analysis versus those obtained by the Cigna separation procedure for (a) HIPS1 and (b) HIPS2. The continuous line represents $\phi_{\mathrm{IA}}=\phi_{\mathrm{s}}$, the dashed lines are guides for the eye.


Figure 14 Plot of the shear modulus $G$ versus the values of second phase volume fraction obtained from the Cigna separation procedure. (©) HIPS1; (■) HIPS2; (O) HIPS containing particles with salami structures (data from Reference 3); ( $\triangle$ ) HIPS containing bulk rubber particles obtained from melt-mixing (data from Reference 3 ). The dashed lines are guides for the eye.


Figure 15 Plot of the shear modulus $G$ versus the values of second phase volume fraction obtained from image analysis of (a) HIPS1 and (b) HIPS2. The dashed lines are guides for the eye.
extremely different morphological and structural characteristics, as in the case of HIPS1 and HIPS2. The mechanical elastic behaviour of the two materials appears to be influenced by variables which are not
well accounted for either in $\phi_{\mathrm{s}}$ or in $\phi_{\mathrm{IA}}$, the size, structure and morphology of the particles playing most likely a very fundamental role. Bucknall [30] already showed data of HIPS having the same rubbery volume fraction and different moduli, accounting for this fact with the different structure and morphology of the rubber particles which could be responsible for quite a large variation of the moduli of the particles themselves. Regardless of the fact that his second phase volume fraction measurements are dubious, we can share here his assessment: assuming that the materials behave as if they contain entirely soft inclusions (having a volume fraction equal to $\phi_{\text {IA }}$ or $\phi_{s}$ ), not taking into account the large differences in the particle structure, seems to yield a broad approximation.

## 6. Conclusions

The determination of the second phase volume fraction and of the particle size distribution is extremely important and necessary in many rubber-toughened polymers containing the toughening agents in the form of small, soft particles randomly dispersed in the matrix.

HIPS is a good model system for such materials: generally the rubber phase forms during the polymerization process and its features have to be determined a posteriori.

The determination procedures of the rubbery phase features in HIPS have been briefly reviewed, with particular attention to the separation procedures, to microscopic methods involving some image analysis methodology and to indirect estimations concerning mechanical measurements, showing how some factors have always been neglected or overlooked.
A simple method to be used in the image analysis of micrographs, based on an elementary stereological assumption has been proposed: attention has been focused on the ratio between the mean particle radius and the thickness of the observed specimen. The method can give useful results when samples with different thickness are examined.

The method has been successfully tested using a computer simulation routine which gave results well in agreement with the theoretical relationships.
The proposed method, together with a standard separation procedure and indirect mechanical measurements, has been tested experimentally on two series of HIPS having particles with different size and structures.
One of the results of this experimental investigation suggests that approximated views relating elastic properties of HIPS (and more generally of rubbertoughened polymers) only to the rubber particle volume fraction, however it has been measured, are possibly questionable.
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## Appendix 1. Derivation of Equations 23, 24 and 25

Let us start by considering $M$ particles, the $i$ th of them having radius $R_{i}$ and the radii being distributed following a given $F(R)$. Using the same argument expressed in the text, one can recognize that the sections on a large enough slice of thickness $t$ are distributed as the sections cut by planes on the composite figure composed by $M$ parts, each formed by two halfspheres having radius $R_{i}$ and by a central cylinder having the same radius and height equal to $t$.

Consider now the $i$ th of these figures cut by $N_{i}$ parallel planes equally spaced with a distance $\varepsilon$

$$
\begin{equation*}
N_{i} \varepsilon=2 R_{i}+t \tag{A1}
\end{equation*}
$$

The fact that the number of figures considered is now $M$ implies that Equations 12 and 13 have to be generalized in the following form:

$$
\begin{align*}
A_{\mathrm{tot}} & =\sum_{i=1}^{M} A_{i}=\sum_{i=1}^{M}\left(\pi R_{i}^{2}+2 t R_{i}\right) \\
& =M\left(\pi\left\langle R^{2}\right\rangle+2 t\left\langle R^{1}\right\rangle\right) \sim \sum_{i=1}^{M} \sum_{j=1}^{N_{i}} 2 \varepsilon r_{(i) j} \\
& =\sum_{i=1}^{M} 2 \varepsilon N_{i}\left(\frac{\sum_{i=1}^{M} \sum_{j=1}^{N_{i}} r_{(i) j}}{\sum_{i=1}^{M} N_{i}}\right) \\
& =\left(\sum_{i=1}^{M} 2 \varepsilon N_{i}\right)\left\langle r^{1}\right\rangle  \tag{A2}\\
V_{\mathrm{tot}} & =\sum_{i=1}^{M} V_{i}=\sum_{i=1}^{M}\left(\frac{4 \pi R_{i}^{3}}{3}+\pi t R_{i}^{2}\right) \\
& =M\left(\frac{4 \pi\left\langle R^{3}\right\rangle}{3}+\pi t\left\langle R^{2}\right\rangle\right) \\
& \sim \sum_{i=1}^{M} \sum_{j=1}^{N_{i}} \varepsilon\left(\pi r_{(i) j}^{2}\right)=\sum_{i=1}^{M} \varepsilon N_{i} \pi\left(\frac{\sum_{i=1}^{M} \sum_{j=1}^{N_{i}} r_{(i) j}^{2}}{\sum_{i=1}^{M} N_{i}}\right) \\
& =\left(\sum_{i=1}^{M} \varepsilon N_{i} \pi\right)\left\langle r^{2}\right\rangle \tag{A3}
\end{align*}
$$

where $A_{\text {tot }}$ is the total (vertical) surface area, $V_{\text {tot }}$ the total volume of the composite figure, $r_{(i) j}$ represents the $j$ th section radius of the $i$ th particle and the definitions of the moments have been modified as follows

$$
\begin{gather*}
\left\langle R^{a}\right\rangle=\frac{\sum_{i=1}^{M} R_{i}^{a}}{M}  \tag{A4}\\
\left\langle r^{b}\right\rangle=\frac{\sum_{i=1}^{M} \sum_{j=1}^{N_{i}} r_{(i) j}}{\sum_{i=1}^{M} N_{i}} \tag{A5}
\end{gather*}
$$

Using Equations A1, A4 and A5, Equations A2 and A3 can be easily transformed into Equations 23 and 24.

Equation 25 can be derived following exactly the same procedure adopted in the text, taking into account that the value of $\left\langle r^{2}\right\rangle$ is now expressed by Equation A3 and that the proper definition of $\phi$ in the generic case is

$$
\begin{equation*}
\phi \sim \frac{4 \pi M\left\langle R^{3}\right\rangle}{3 L^{3}} \tag{A6}
\end{equation*}
$$

The outlines of the derivation of Equations A2 and A3 admit a generalization that allows the calculation of the generic $\left\langle r^{b}\right\rangle$ with $\left.b\right\rangle 2$ and then to obtain further information about the geometrical features of the distribution, such as its kurtosis. In fact it is true that

$$
\begin{align*}
& \Theta_{n}\left(\left\langle R^{n}\right\rangle\right)+t \Theta_{n-1}\left(\left\langle R^{n-1}\right\rangle\right) \\
& \quad=\left(2\left\langle R^{1}\right\rangle+t\right) \Theta_{n-1}\left(\left\langle r^{n-1}\right\rangle\right) \tag{A7}
\end{align*}
$$

where $\Theta_{k}\left(\left\langle R^{k}\right\rangle\right)$ is given by

$$
\begin{equation*}
\Theta_{k}\left(\left\langle R^{k}\right\rangle\right)=\frac{2^{k} \pi^{\mathrm{int}(k / 2)}}{\prod_{i=\text { even } / \mathrm{odd}}^{k} i}\left\langle R^{k}\right\rangle \tag{A8}
\end{equation*}
$$

where $\operatorname{int}(k / 2)$ means the integer part of $k / 2$ and the product sign $\Pi$ is intended only on the even $i$ when $k$ is even and on the odd $i$ when $k$ is odd (from a geometric point of view $\Theta_{k}\left(\left\langle R^{k}\right\rangle\right)$ is the volume of the $k$-dimensional sphere having radius $\left.\left(\left\langle R^{k}\right\rangle\right)^{1 / k}\right)$.

## Appendix 2. Overlapping particle sections

Equations 23, 24 and 25 have been derived supposing phantom particles, i.e. particles which can be interpenetrated. Clearly, this is not a realistic condition, however Equations 23 and 24 do not change their appearance if one introduces the non-overlapping requirement

$$
\begin{align*}
\forall i, \forall j= & 1,2,3, \ldots M \\
& \left(\sum_{k=1}^{3}\left(x_{k}(i)-x_{k}(j)\right)^{2}\right)^{1 / 2}>R_{i}+R_{j} \tag{A9}
\end{align*}
$$

where $i$ and $j$ are indices labelling the particles, $\left(x_{1}(i)\right.$, $\left.x_{2}(i), x_{3}(i)\right)$ and $\left(x_{1}(j), x_{2}(j), x_{3}(j)\right)$ are the Cartesian coordinates in a given frame of the $i$ th and $j$ th particle centres and $R_{i}$ and $R_{j}$ their radii (Equation A 9 is equivalent to Equation 62 introduced as a condition in the simulation program).

The situation concerning $\phi_{\text {app }}$ and $\phi$ is more complex: also if Equation A9 is verified, the particle sections in a micrograph from a thick sample can be overlapped and the definition of the apparent volume fraction must take into account this overlapping. It is now understandable that the mathematical model developed computes the parameter $\phi_{\text {app }}$ as

$$
\begin{equation*}
\phi_{\mathrm{app}}=\frac{\sum_{j=1}^{N} \mu\left(A_{j}\right)}{L^{2}}=\frac{\sum_{j=1}^{N} \pi r_{j}^{2}}{L^{2}} \sim \frac{\pi N\left\langle r^{2}\right\rangle}{L^{2}} . \tag{A10}
\end{equation*}
$$

where $A_{j}$ represents the single $j$ th particle projection on the considered section and $r_{j}$ and $\mu\left(A_{j}\right)$ its radius and its Cartesian measure, respectively. ( $N$ is the
particles number in the section and $L^{2}$ the total section area.) However, from an experimental point of view, it is extremely difficult to resolve the contribution of a single particle in a cluster of two or more overlapped particles*, then the parameter generally measured using the standard image analysis methods is $\phi_{\text {app }}^{(e)}$, definable as

$$
\begin{equation*}
\phi_{\mathrm{app}}^{(\mathrm{e})}=\frac{\mu\left(\bigcup_{j=1}^{N} A_{j}\right)}{L^{2}} \tag{A11}
\end{equation*}
$$

where $\bigcup_{j=1}^{N} A_{j}$ represents the union of all the $A_{j}$. It is possible to demonstrate that

The computation of the apparent volume fraction $\phi_{\text {app }}^{(\text {e) }}$ defined as in Equation A11 is simply given by the ratio between the number $N_{0}$ of the occupied cells and the total number of cells $N_{c} \times N_{c}$. Of course the accuracy of this computation increases as the linear dimension of the squared cells decreases or, which is equivalent, $N_{\mathrm{c}}$ increases.

Fig. A1 shows a plot of $\phi_{\mathrm{app}}^{(\mathrm{e})} / \phi_{\mathrm{app}}$ computed from the above described routine versus $\phi / \tau$ for simulated materials having particles with monomodal distribution in size. As expected, $\phi_{a p p}^{(\text {e) }} / \phi_{a p p}$ is very close to unity when $\phi / \tau$ is low, while it scales as $\phi / \tau$ for high values of $\phi / \tau$.


The two parameters $\phi_{\mathrm{app}}$ and $\phi_{\mathrm{app}}^{(\mathrm{e})}$ are then similar only when a small number of intersected (overlapped) particles is contained in the examined pictures, i.e. when thin sections and/or materials having very low second phase volume fraction values are under investigation.

Despite the laborious nature of the analytical computation of A12, it is important, at this point, to assess quantitatively how the overlapping depends on the variables introduced. Clearly when the examined section thickness is well below the average particle radius no overlapping is possible and then $\phi_{\mathrm{app}}^{(\mathrm{e})}$ and $\phi_{\mathrm{app}}$ tend to coincide, while, when the section thickness is much larger than the particle radius, one can imagine that, at least for monomodal distributions, the ratio $\phi_{\text {app }} / \phi_{\text {app }}^{(e)}$ scales as $\phi / \tau$. No easy guess, however, is possible in the intermediate region, which is the one of greater experimental interest.

A possible way to avoid these obstacles is the numerical modelling of the problem. Equation 72 used for the computation of $\phi_{\mathrm{app}}$ in the numerical simulation does not take into account the possible overlapping between particle sections, in perfect analogy with the theoretical Equation 25, nonetheless the numerical simulation represents the simplest way available to estimate quantitatively the effect of overlapping. To do that we introduced in the previously described program a simple routine. The generic section was considered to be a square having linear dimension equal $L$, inside which can be constructed a grid having $N_{\mathrm{c}} \times N_{\mathrm{c}}$ squared cells and, for each generic $k$ th cell, we can consider the two-dimensional coordinates of its centre $\left(x_{1}^{c}(k), x_{2}^{c}(k)\right)$. We assume that, if this centre point of the cell is contained at least in one particle section, the entire cell has to be considered occupied by the second phase. Mathematically the $k$ th cell has to be accounted if
$\exists j \quad\left(\sum_{i=1}^{2}\left(x_{i}(j)-x_{i}^{\mathrm{c}}(k)\right)^{2}\right)^{1 / 2} \leq r_{j}$

From an experimental point of view, on the other hand, one can obtain merely $\phi_{\mathrm{app}}^{(\mathrm{e})}$ and $\tau$ and not the value of $\phi$ until the computation of $\phi_{\text {app }}$. So, it is interesting to plot the ratio $\phi_{\text {app }}^{(e)} / \phi_{\text {app }}$ versus $\phi_{\text {app }}^{(e)} / \tau$ in order to estimate $\phi_{\text {app }}$ from known quantities. Fig. A2 shows such a plot for the same data displayed in Fig. A1. The arrow indicates the maximum experimental ascissa obtained from our experimental samples, confirming that the data we collected were distinguished by no or very low overlapping.

Fig. A2 demonstrates that the overlapping is not important until the parameter $\phi_{\mathrm{app}}^{(\mathrm{c})} / \tau$ is greater than unity. Subsequently, increasing $\phi_{\text {app }}^{(e)} / \tau$, the overlapping quickly becomes critical, making the estimation of $\phi_{\text {app }}$ and then of $\phi$ practically unattainable. A consequence of this result is that the quantitative


Figure Al Log-log plot of $\phi_{\text {app }}^{(\mathrm{e})} / \phi_{\text {app }}$ versus $\phi / \tau$. The symbols are data from the numerical simulation. For large values of $\phi / \tau$ the plot exhibits a slope of approximately unity, demonstrating that $\phi_{\text {app }}^{(\text {e) }} / \phi_{\text {app }}$ scales as $\phi / \tau$.

[^2]

Figure A2 Log-log plot of $\phi_{\mathrm{app}}^{(\mathrm{e})} / \phi_{\mathrm{app}}$ versus $\phi_{\mathrm{app}}^{(\mathrm{e})} / \tau$. The symbols are data from the numerical simulation. The arrow indicates the region of $\phi_{\text {app }}^{\text {(e) }} / \tau$ in which the larger experimental values that we obtained are contained.
analysis of optical micrographs for which $\phi_{\text {app }}^{(\mathrm{e})} / \tau$ assumes values significantly greater than unity is highly questionable.
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[^0]:    * It must be stressed that the particles are assumed to be arranged in size according to $F(R)$, but randomly arranged in space. This means that their centres do not lie in any particular lattice layout. In fact, if one imagines particles distributed, for example, in a perfect cubic lattice it is possible to have planes in which no particle sections are visible (interplanar surfaces), violating both Equations 1 and 2.

[^1]:    * We do not demonstrate this equivalence, which has to be accepted as intuitively evident. Indirect confirmations of the rightness of the approach will be given in the following.

[^2]:    * Some sophisticated image analysis systems can obtain estimations of $\phi_{\text {app }}$ because they are able to create an hierarchy in the contrasts of the examined image. However, this estimation becomes more approximate when the number of overlapped particles and/or the thickness of the examined section are very large.

